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This paper presents a comparative study of a fully coupled, upwind, compressible Navier- 

Stokes code with three two-equation models and the Baldwin-Lomax algebraic model in 

predicting transonic/supersonic flow. The k - e  turbulence model of Abe performed well in 

predicting the pressure distributions and the velocity profiles near the flow separation over the 

axisymmetric bump, even though there were some discrepancies with the experimental data in 

the shear-stress distributions. Additionally, it is noted that this model has y* in damping 

functions instead of y÷. The turbulence model of Abe and Wilcox showed better agreements 

in skin friction coefficient distribution with the experimental data than the other models did for 

a supersonic compression ramp problem. Wilcox's model seems to be more reliable than the 

other models in terms of numerical stability. The two-equation models revealed that the 

redevelopment of the boundary layer was somewhat slow downstream of the reattachment 

portion. 
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Nomenclature  
a : Sonic speed [m/s] 

A ~ Jacobian matrix 

c : Chord of bump [m] 

Cf : Skin friction coefficient, 2rw/p**u~ 
e : Volumetric internal energy, p/(T-- l) 

[N/m 2] 
E : Volumetric total energy, e+e(uZ+vz ) /2  

[N/m 
F,  G : Flux vectors [kg/m2-s] 

h ~ The height of the bump 

k : Turbulent kinetic energy [m2/s 2] 
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x : Von Karman constant 

Ma : Mach number 

p : Static pressure [N/m 2] 

Pt : Total pressure [N/m z] 

Pr : Prandtl number 

q ; Conservative variables 

t~ : Primitive variables 

: Characteristic variables 

Re ~ Reynolds number 

Rt : Turbulent Reynolds number, pk2/,uqh 
S : Source term vector 

u, v : Cartesian velocity components l-m/s] 

u~ " Friction velocity, ~ [m/s] 

u~ : Kolmogorov velocity scale, (lle/p) ll~ 
[m/s] 

x, y : Cartesian coordinates [m] 

y+ :Dimensionless distance from the wall, 
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purY/I-t 
y* :Dimensionless distance from the wall, 

Ou~Y/I z 

Greek symbols 
: Boundary-layer thickness [m] 

7 : Specific heat ratio, = 1.4 

/.t : Molecular viscosity [kg/m's ]  

,ut : Turbulent eddy viscosity [kg/m2.s] 

u : Kinematic viscosity [m/s] 

¢ : Dissipation rate of turbulent kinetic en- 

ergy, e, g [mZ/sa], o) [ l / s ]  
~Yk, G, : Turbulent Prandtl numbers for k and 

A : Forward difference in a direction 

~, z/ : Generalized curvilinear coordinates 

Subscripts 
l : Laminar quantity 

l i Turbulence quantity 

w : Quantity at the wall 

c~ : Freestream quantity 

o : Quantity at the inlet 

1. Introduction 

The greatly improved processing capabilities 

of computers and efficient numerical algorithms 

made it possible to apply the Navier-Stokes equa- 

tions with turbulence closure to complex com- 

pressible aerodynamic flow problems. The major 

areas of compressible flow applications have been 

shock-boundary layer and shock-shock interac- 

tions in transonic/supersonic flows over complex 

geometry. It is not easy to get an accurate surface 

pressure and skin friction coefficient distribution 

!n transonic/supersonic flows with strong inter- 

actions between the inviscid and viscous flow 

regions or between the shock-wave and turbulent- 

boundary layer due to the complex nature of the 

flowfield. The distribution of pressure and skin 

friction can be affected by the location of the 

shock-wave, which strongly depends on the geo- 

metric shape, especially in supersonic flows and 

by the development of viscous flow regions which 

affect the resultant shock-wave location in tran- 

sonic flows. Although the overall flowfield could 

be reasonably predicted, the prediction of the 

proper extent and size of the flow separation 

region and the accurate skin friction coefficient 

was extremely difficult. But these phenomena are 

easily found in many practical areas of fluid mec- 

hanics such as transonic/supersonic turbomachi- 

nery design and external aerodynamics over air- 

foil or wings. 

An algebraic turbulence model is usually adopt- 

ed for compressible Navier-Stokes codes, since it 

is easy to implement and requires minimum com- 

puter time and storage, which is of particular 

importance in three-dimensional computations. 

Baldwin and Lomax (1978) proposed an alge- 

braic eddy viscosity model, patterned after that 

of Cebeci and Smith (1974). This model does 

not require the determination of the boundary 

layer edge, since it employs the vorticity that is 

an invariant under coordinate transformations. 

But it may not, in general, be valid for complex 

flows, because y+ can be poorly defined near the 

flow separation zone where the wall shear stress 

is zero. Furthermore, as this model strongly 

depends on local vorticity, it often results in the 

oscillatory solution for length scales. Thus, tur- 

bulent shear layer calculations with an algebraic 

mixing length formulation produce discontinuous 

predictions of the eddy viscosity, which may de- 

teriorate the mean flow calculation. Visbal and 

Knight (1984) carried out a comparative study 

of a modified model for upstream history effect 

and the original Baldwin-Lomax model for the 

supersonic compression corner problem. How- 

ever, these models failed to predict the rapid 

recovery of boundary layer downstream of a 

reattachment point. Johnson and King (1985) 

proposed a nonequilibrium turbulence closure 

model in scrutinizing the transonic flows over 

an axisymmetric bump. It was started by using 

the Cebeci-Smith model (1974) and was turned 

on downstream from a specified streamwise sta- 

tion, ahead of the leading edge of the bump. The 

surface pressure distribution from this model 

agreed with the experimental data. Goldberg 

(1991) derived a one-equation model based on 

two time scales. The time scales of the small 

dissipative eddies are different from those of the 

large energy-producing eddies. The small eddies 

are characterized by the Kolmogorov scale of 
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time, ~/~/e. 
Two-equat ion turbulence models have the 

capability of predicting more complex flows than 

zero and one-equation models, since both the 

velocity and length scales are solved locally. 

Two-equat ion models are, however, based on 

the assumption that the Boussinesq approxima- 

tion is valid and the turbulence is isotropic. 

The low Reynolds number k - e  formulation of 

two-equat ion turbulence models has been widely 

adopted in practical engineering problems due to 

its robustness. The low Reynolds number form is 

chosen for its more rigorous near-wall  treatment 

of turbulent quantities (Patel et al., 1985). 

The major drawback of the k - e  model is 

probably the near-wall  formulation which fails 

to reproduce correctly the effects of the solid 

boundary on turbulence. Several models have 

been developed in an attempt to improve near- 

wall modeling. Such models have been examined 

by Patel et ai.(1985), who concluded that the 

models of Launder and Sharma (1974), Chien 

(1982), Lam and Bremhorst (1981), and Wilcox 

and Rubensin (1980) performed better than the 

others did. The Jones-Launder  model (1972) and 

Launder-Sharma model (1974) of the low Rey- 

nolds number k - e  models have been applied to 

several complex engineering problems and found 

to be more stable in nearly all calculations. In 

addition, the damping functions and the low 

Reynolds number terms are explicit functions of 

y+ in these models. Gerolymos (1990) made com- 

parisons using the Launder-Sharma turbulence 

model with experimental data for three shock- 

wave/ turbulent -boundary- layer  interaction flows, 

and obtained globally satisfactory results except 

for flows in important streamline curvature. Sahu 

and Danberg (1986) computed an axisymmetric 

bump flow using the thin-layer Navier-Stokes 

equation and the Chien turbulence model (1982), 

and predicted a much sharper rise in skin friction 

in the flow redevelopment region. Another k - e  
turbulence model was proposed by Abe et al. 

(1994), whose main improvement was the employ- 
ment of the Kolmogorov velocity scale ( re)  l/4 

instead of the conventional friction velocity ur. 
Eventually, the dimensionless distance y* replac- 

ed the dimensionless distance y+. Their model 

performed well in solving a diffuser flow with a 

strong adverse pressure gradient, flow separation 

and the reattachment of a backward-facing step 

because y* might be well defined near the flow 

separation zone where the wall shear stress is 

zero. This model appreciates the motion of small-  

scale eddies which dissipate the kinetic energy to 

heat by the action of molecular viscosity that is 

independent of the relatively slow motion of the 

large eddies and the mean flow. These motions of 

the mean flow and the large eddy account for 

most of the transport of properties in a turbulent 

flow and have been the main consideration in 

developing a typical turbulence closure. Wilcox 

(1993) tested several low Reynolds number k - e  

models and the k - c o  model by computing the 

boundary layer with various pressure gradients. 

The k - a )  model predicted skin friction coeffi- 

cient more accurately for strong adverse pressure 

gradient flows. For  the k - c o  model, however, 

the freestream value of oJ produced some affects 

on boundary layers (Menter, 1991). Yoon et al. 

(1994) also tested various low Reynolds number 

k - e  models and the k - o J  turbulence model 

using the verified upwind scheme for the com- 

pression corner flow. The Launder-Sharma k - e  

model (1974) and the Wilcox k - a )  model (1993) 

performed better than the others did in predic- 

ting the pressure and skin friction coefficient dis- 

tributions along the wall of the corner. Further, 

Yoon et a1.(1994) studied scheme dependent 

solutions. Three different centered schemes and 

an upwind scheme were tested with the Baldwin- 

Lomax model. It was found that the upwind 

scheme gave much better predictions than the 

other schemes. 

In the meantime, the finite-difference or finite- 

volume methods based on upwind flux difference 

splitting have been developed by various res- 

earchers. Upwind method is appropriate due to 

its robustness in capturing the shock-wave in 

the transonic/supersonic flow. Classical upwind 

schemes can roughly be divided into two cate- 

gories:  flux vector splitting schemes of Steger- 

Warming (1981) and Van Leer (1982), and flux 
difference splitting schemes of Godunov (1959), 
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Roe (1981), and Osher (1984). In the original 

Godunov scheme, the local Riemann problem is 

solved exactly; whereas, Roe (1981) and Osher 

(1984) used approximate Riemann solvers in- 

stead. Among the upwind flux difference splitting 

Navier-Stokes methods, Lombard et a1.(1983) 

solved the 2 - D / 3 - D  complex high speed flows 

quite efficiently with reasonable accuracy using 

the Conservative Supra Characteristic Method 

(CSCM). The CSCM type of upwind flux differ- 

ence splitting scheme has the merits of  the upwind 

scheme, the ease of applying characteristic boun- 

dary conditions, and the robust flow solver. For  

the A R L - S L I 9  supersonic compressor cascade 

flows, Kim et a1.(1996) successfully studied the 

effects of passive control of shock-wave/boun-  

dary- layer  interaction on the cascade using vari- 

ous size cavities, and Song et al.(2001) investi- 

gated the flow characteristics of supersonic com- 

pressor cascade with various turbulence models. 

Song et a1.(1998) reported the off-design per- 

formance of centrifugal compressor diffusers with 

various massflow rates using the CSCM type of 

upwind method. 
In this work, we developed the CSCM type- 

fully coupled, upwind Navier-Stokes code with 

three two-equation turbulence models including 

Abe et al. (1994), and showed the results of a com- 

parative study on the performance of an algebraic 

equation and selected two-equation turbulence 

models in predicting the compressible, turbulent 

transonic/supersonic flows. 

2. Governing Equations and 
Turbulence Closure 

Turbulence models compared in this study are 

the Baldwin-Lomax algebraic model (1978), the 

Launder-Sharma (1974), Abe et a1.(1994), and 

Wilcox (1993) models. The Favre averaged two- 

dimensional Navier-Stokes equation with a two-  

equation model can be written as 

aq ~ aF + aC aFv + aG~ + 
at ~ a f = a ~ -  ~ S (I) 

with 
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(3) 

The effective stress tensor and the effective heat 

flux vector are given by 

r ' + ' [ { a u i + a u s \  2 ~ auml 2 
u =~I~ I M L ~  ~ ] - 3  u ax~mA-3-auPk (4) 

( ~ +~ ,  ~aT (5) 
Q,=-Cp ~Vff  ~/r~/ ax, 

For the k - e  turbulence model, the source term 

vector is given by 

0 

0 

0 
S = 0 (6) 

P k - p @ +  L~ 
¢ p¢2 

ClA ~ P k - c 2 A  ~ +  L¢ 

Model constants and the definitions of the low 

Reynolds number terms are given in Table l. In 

the model of  Abe et al. (1994), the constants were 

changed by the relation, cl~--c2--x(d~-~) ,  as 

proposed in their paper. The damping functions 

for the respective model are listed in Table 2. The 

turbulence kinetic energy production and the 

eddy viscosity are given by 

ph=/~t[l / Ou, , auj ~' 2 / 3u. \ r] 2 , au. 
] ] J- -PR (7) 

k 2 
/~, = c~fw T (8) 

The effects of  compressibility due to the density 
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Table 1 Model constants and dissipation rates 
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Model ~b ak g0 c~ cz L~ L~ 

Launder-Sharma (1974) g 1.0 1.3 1.44 1.92 --2lz{ a ' / k ~ z  
~/zt f 0~u, 

Abe et al. (1994) e 1.9 1.9 1.6 1.9 0 0 

Table 2 Damping functions 

Model f~ A A 

Launder-Sharma (1974) 

Abe et al. (1994) 

1--0.3 e x p ( - R  z) 1.0 

I I - -exp(--y*/14)]2 
1.0 x [1 + (5/R~'4)exp[- (Rt/200)2]] 

exp ( --3.4 
(1 + 0.02Rt) z ) 

I I - e x p  ( -y*/3 .1)  ]2 
x [ 1-0.3 e x p [ -  (RJ6.5) 2] ] 

fluctuations are not considerable in the range of 

Mach number where the Morkovin hypothesis is 

valid (Morkovin, 1964), and the applicabili ty of  

the turbulence closure is restricted below the 

hypersonic flow regime. 

For the k - w  turbulence model, the source 

term vector is given by 

0 

0 

0 
S = 0 (9) 

Pk--/3*pWk 

60 a ~ P~-  BpoJ 

where / ~ : 3 / 4 0 ,  /3" :0 .09,  o'k=2.0, o'~o:2.0, a :  

5/9, and Y*=l .  

The eddy viscosity of  the k - ~ o  model is 

/z, =0? '*  k (10) 
co 

3. N u m e r i c a l  Methods  

The CSCM upwind flux difference splitting 

method utilizes the properties of similarity trans- 

formation based on the conservative, the primi- 

tives and the characteristic variables : 

A F = A A q = M T A T - 1 M - ~ A q  

= M T A  T - 1 A 4  = M A  'AO 

= M T A A  # 

(11) 

where A is a diagonal matrix whose diagonal 

elements correspond to the eigenvalues (u, u, 

u + a ,  u - - a ,  u, u) ,  and variables q, c~, ~, and 

are related as follows: 

A q = M - t A 4 ,  Ac}= T-1Ac~ (12) 

Z -1 is somewhat arbitrary as to scaling that 

leads to logarithmic difference approximations 

for density, pressure, and Mach number. 

The characteristic variables can be obtained 

from the primitive variables through the follow- 

ing relation 

T - I ( A ' A ~ )  = T - ~ ( T A T - ~ ) A ~ = A A ~  (13) 

The inviscid flux A F  can be divided into A F  + 

and A F -  using diagonal truth function matrix 

D -+ and Eq. ( l l )  can be written as 

A F = M T ( D + + D  -) T - l A ' A ~ = A F + + A F  - (14) 

+ 1 A A 
whero 

Using the relation A ' A ~ = / f f - I A q ,  the above 

equation can be rewritten as 

A F ± = M T D  ± T-1/I~-IAq = A ± A q  " (15) 

Equation (15) satisfies the property 'U'  of Roe 

(1985) and thus the flux vectors are conserved. 
Although the formulation becomes complicated 

due to transformation matrices M, T,  and A,I -~, 

the differencing scheme, in turn, represents the 

convective flow propagation through these ma- 

trices and naturally allows easy characteristic 
boundary conditions via the modified T '-1. 
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The implicit finite difference equation can be 

discretized using one-side differencing depending 

on the sign of eigenvalues of the Jacobian ma- 

trices. For second order accuracy of the inviscid 

terms in the explicit part on the right-hand side, 

we use the Fromm scheme with the minmod 

limiter (Hirsch, 1989). The RHS of a direction 

can be written as 

RH&=-A+Aqi - I -A-Aq ,  

1 [minmod(A-Aqi-b 3A-Aqi) 
4 

-minmod (A-Aqi+l, 3A-Aq;) l 

1 [minmod(A+Aqi, 3A+Aqi_l) 
4 

-minmod (A+Aqi_2, 3A+Aqi_l) ] 

(16) 

Using approximate factorization (Beam and War- 

ming, 1976), the equations are solved along ~- 

direction and then n-direction successively. We 

consider that the converged solutions are ob- 

tained when the L 2 norm of the residuals of all 

variables reaches 1.0 × 10 -~. 

4. Grid System and Boundary 
Conditions 

The grid system was generated by using elliptic 

P.D.E. grid techniques. A stretching function was 

used to cluster most grid points near the wall, 

which is able to resolve to high transverse flow 

gradients in the boundary layer. The viscous mesh 

employed a first-gridpoint placement from the 

wall at y÷ less than unit. The grid system was 

100 × 60 over the axisymmetric bump in the longi- 

tudinal and normal directions, respectively. The 

same configuration was used experimentally by 

Johnson et al. (1982). The incoming flow proper- 

ties were prescribed by freestream values. Also, 

the 90 X 70 grid system was constructed over the 

compression ramp. The incoming flow properties 

were prescribed using the solutions of the flat 

plate turbulent flow. In both cases, a first order 

extrapolation was used at outflow boundaries, 

and the no-slip and adiabatic conditions were 

imposed on the wall surfaces. In the two-equation 

model, the turbulent kinetic energy was set to 

zero on the wall. The wall dissipation rate for 

Oh Kwon and Dong Joo Song 

Table 3 Wall boundary conditions of dissipation 
rate 

Model Variable Value 

Launder-Sharma (1974) g 0 
2vk~ { ~gfTe- ~2 

Abeetal.(1994) e y~ o r v \  03) / 

6u 
Wilcox (1993) oJ 13y z as y---' 0 

% 

X 

Fig. 1 

C 

-1 
-1 

• E x p e r i m e n t a l  data 

- -  7 0  X 60 

. . . . . . . .  9 0  X 7 0  

. . . .  1 1 0  X 9 0  

[ l l , l l  r ,  [ ,  I i [ , , I h ,  , I 
-0 .5  0 0 .5  1 1 .5  2 

X/8o 

Dependence of the skin friction coefficient 
for the 16" ramp flow on number of the grid 

points 

respective models is given in Table 3. Figure 1 

shows the grid dependence of the skin friction 

coefficient along the wall surface for the com- 

pression-corner flow. The results indicates that 

the number of grid points used in current study 

was sufficient to resolve the shock/boundary 

layer interaction and verify the performance of 

turbulence models in terms of the skin friction 

coefficient because little change was noted for a 

near doubling of the number of grid points in the 

vicinity of this value. 

5. Results and Discussion 

For the validation of the code, we compared 

the laminar solution with experimental data for a 

planar nozzle reported by Mason, et a1.(1980) 

The inlet Mach number was taken as 0.232 and 

Reynolds number was 7.5 × 106 based on the inlet 

half-height. In Fig. 1, the pressure distributions 

along the wall and the centerline in the down- 
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stream direction are compared with the experi- 

mental data, which were taken at the midspan 

of the duct walls and on the centerline of the 

endwalls. The agreement between the numerical 

results and the experimental data seems to be 

excellent along both the nozzle wall and the 

centerline positions. 

For the evaluation of the current upwind 

scheme to predict the transonic/supersonic flow- 

field with the inviscid-viscous interaction and the 

shock-wave/turbulent-boundary-layer interactio 

n, we employed the Baldwin-Lomax model (BL), 

low Reynolds number k - e  models of Launder 

and Sharma (LS), Abe et al .(AN),  and the k - c 0  

model of Wilcox (WC) for turbulence closure. 

5.1 Flat plate flow 
The supersonic turbulent flow over the flat 

plate at Ma==2.83 was studied as a first-test 

case. Comparisons of numerical results were car- 

ried out with the traditional velocity profile of 

So et a1.(1994) for a turbulent boundary layer. 

The von Karman constant, K, was assumed to be 

a constant value of approximately 0.41 for flat 

plate compressible boundary layers with frees- 

tream Mach number below 5 and adiabatic wall 

boundary conditions, even if K could be changed 

depending on the Mach number and the total heat 

flux for compressible flows. Figure 2 shows that 

the mean velocity profiles are consistent with the 

logarithmic velocity profile. It is encouraging that 

the level of agreement is similar to the one in the 

previous investigation (Coakly et al., 1992). 

5.2 Transonic bump flow 
Next, the strong, transonic, inviscid-viscous 

interaction over the axisymmetric-bump model as 

shown in Fig. 3 was chosen for the evaluations 

of the turbulence models. The freestream Mach 

number was 0.875 and the Reynolds number 

based on the length of the bump was 2.761 × l0 e. 

The general characteristics of the axisymmetric 

turbulent flow field over the bump were com- 

pared among the experimental data of Bachalo 

and Johnson(1979) and the results from four 

different turbulence models. Figure 4 shows the 

dimensionless pressure contours in the flow field 

near the bump. We can see that after the flow 

acceleration over the front portion of the bump, 

Fig. 3 

Ma 

J SHOCK 
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Schematic diagram of an axisymmetric bump 
flow at Ma®=0.875 

60 
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50 - -  logar i thmic veloc i ty  

. . . . .  BL .-- .-- 
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Logarithmic velocity profiles for the com- 
pressible flat plate flow at Ma®=2.83 
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Fig. 4 
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' -01.5 ' ' 0  0.5 , 11.5 2 
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Dimensionless pressure contours  over the ax- 

isymmetric bump  
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the shock-wave occurred at the aft portion of the 

bump which was clearly predicted by current 

numerical method. 

Figure 5 depicts the dimensionless surface 

pressure distributions along the wall. The wall 

pressure value of each model is similar to each 

other until it encounters the compression wave 

at about x/c=--0.3.  Because of the flow acc- 

eleration downstream of bump leading edge, the 

pressure decreases almost linearly before the 

weak shock-wave occurs. Flow accelerates to a 

low supersonic flow. Then, the pressure increases 

sharply after a weak shock-wave occurs at about 

x/c=0.6. The experimental data reveal a small 

'plateau' of pressure distribution near x / c = l ,  
partly due to the flow separation in the strong 

inviscid-viscous flow interaction region. When 

the mean flow field is suddenly distorted due to 

the shock-wave, the eddy-viscosity models tend 

to predict sudden changes in both the Reynolds 

shear stress and the eddy viscosity level. That is 

why these models could have some deficiencies 

in predicting inviscid-viscous interaction near 

the flow separation zone (Johnson and King, 

1985). However, the result of the AN model was 

consistent with the experimental data. 

The skin friction coefficient distribution along 

the wall surface is shown in Fig. 6. The strength 

of shock-wave is not sufficient to produce a 

flow separation right after the weak shock-wave. 

However, the combination of the perturbation 

0.8 

0 .7  

0 .6  
cE 

0 .5  

0 .4  

Fig. 5 

• Bacha}o and J o h n s o n ,  1979  

. . . . .  BL 

.~_'.T-~ . . . . . . . . .  LS 

, , , i  i . . . .  i . . . .  i . . . .  i . .  i . .  , i  

-0 .25  0 0 2 5  0 .5  0 .75  1 1 25  1 5  
x/c 

Wal l  pressure d ist r ibut ion showing compari- 
son of the current results with the experi- 
mental data of Bachalo and Johnson (1979) 
for the axisymmetric bump 

permeated into the boundary layer by the shock- 

wave and the adverse pressure gradient over the 

second half of the bump, due to diffuser effect, 

causes the flow separation near x/c=0.7. The 

BL model shows that the location and the size 

of flow separation are similar to the experimental 

data;  however, it severely underpredicted the 

values in the redeveloping flow region than did 

the two-equation models. The two-equation 

models, on the other hand, predicted the location 

of flow separation further downstream than the 

experiment did. 

Reynolds shear stress distributions across the 

normal direction at several streamwise stations 

are compared with the measured data in Fig. 7. 

The oblique shock-wave which yields the defect 

of the velocity profile has a very strong influence 

on shear stress which increases rapidly and ex- 

ceeds the experimental result just downstream of 

the shock-wave. However, most models predicted 

the profiles well in qualitative consistency with 

the experimental data. Additionally, the shear- 

stress peak shifts away from the wall along the 

streamwise direction as shown in experimental 

data. The BL and LS models predicted the sudden 

increase in the shear-stress near the shear layer 

downstream of the shock wave, whereas the AN 

model revealed the slow increase in the shear 

stress along streamwise direction in the flow- 

reversal region, which was able to produce the 

reasonable size of the separation bubble near the 

end of the bump. The WC model overpredicted 

Fig. 6 
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the values of the shear stress at about 1.5 cm from 

the wall, which has consistent with Menter's ob- 

servation (Menter, 1991 and 1994) that specifying 

freestream value of  co had significant effect on the 

boundary layer thickness. 

Measured and computed velocity profiles over 

the aft portion and just downstream of  the bump 

are shown in Fig. 8. All  velocity profiles showed 

good agreements with the experiment, and the 

BL and the AN models, in particular, performed 

better than the other models. Although the AN 

model predicted lower shear stress over the re- 

verse flow zone, the predicted velocity profiles 

were in better agreement with the experimental 

data. The other two-equation models also per- 

formed well in predicting the boundary layer near 

the separation zone. The LS model produced 

reasonable velocity profiles for the redevelop- 
ment of boundary layer, whereas it failed to 

predict the flow separation around the aft portion 

of the bump. 

5.3 Supersonic compression ramp 

The last comparison in the present study is 

made for a compression corner case to investi- 

gate the interactions between shock-waves and 

turbulent-boundary-layers as shown in Fig. 9. 

The freestream Mach number was 2.85 and the 

Reynolds number based on the incoming boun- 

dary layer thickness was 1.6× 1 0  6 . The experi- 

mental data by Settles et al. (1979) were compared 

with the current numerical results. Figure 10 

shows the dimensionless pressure contour over 

the ramp. The shock-wave was clearly predicted 

with the shock-wave angle 37 ° which corres- 

ponded to the oblique shock relations with the 

deflection angle 16 ° . 

Figure 11 depicts the surface pressure distribu- 

tion along the wall. The wall pressure is identical 

to the freestream value until the oblique shock- 



162 Sang Dug Kirn, Chang Oh Kwon and Dong Joe Song 

Maoo = 2 . 8 5 \  

1 ' ~  / / (6 7,1 9) 
I ~  _,¢¢" ~ AD,ABATIC 

° ..~ F-..3¢ ~ .¢ '7  1 ~ 16 ~ b) W A L L  

(-3,0") (O.O)~+x/6o 

Fig. 9 Schematic diagram of the 16 ° ramp flow at 
Ma==2.85 

o 

0 

-1 ' , I I , I , r , I i , , I 
• 0 1 2 3 

Fig. 10 Dimensionless pressure contours over the 
16 ° ramp 

3.5 

3 

2 5  

e-, 

2 

1 .5  

1_ 1 

F i g .  11 

• S e t t l e s  e t  aL,  1 9 7 9  

. . . . .  BL 

. . . . . . . . .  kS  

. . . . .  AN 

............. WC 

,~=I I , I , , I , , , h I 
0 1 2 3 

X/6o 

Wall pressure distribution showing compar- 
ison of the current results with the experi- 
mental data of Settles et al. (1979) for the 16 ° 
ramp 

wave occurs at about x/8o =-0 .3 .  The pressure 

gradient decreased downstream of the corner 

and the pressure eventually reached a level of 

2 

1 5  

1 

" x  0 . 5  

o- 
0 

-05 

-1.1 

F i g .  12 

i "  0 ~  

I ~ ' "  s 
• ill(.  . ~  

• " • Se t t l e  e t  a l ,  1 9 7 9  

~/7i7 , '  . . . . .  SL 

~J/ - - LS  

t . . . . .  A N  

~I ............. WC 

I , , I I , I 
0 1 2 3 

X/6o 

Skin friction coefficient distribution show- 
ing comparison of the current results with 
the experimental data of Settles et al. (1979) 
for the 16 ° ramp 

theoretical inviscid pressure rise, as expected 

(Muck and Smits, 1983). The BL model exhibits 

a kink near the corner indicating the presence of 

flow separation. All models are highly consistent 

with the experimental data. 

The skin friction coefficient distribution along 

the surface is shown in Fig. 12. The skin friction 

coefficients from the BL and the two-equation 

models are in reasonably good agreement with 

the experimental data in the forward portion of 

the sharply decreasing skin friction coefficient. 

However, the BL model severely underpredicted 

the skin friction values downstream of the corner, 

while the LS model produced high skin friction 

values in this region. The WC and the AN models 

predicted the skin friction successfully in the 

redevelopment region. The two-equation models 

using y+ in the damping functions and the low 

Reynolds number terms appearing in the Chien 

and the Nagano-Tagawa models (Yoon et al., 

1994) easily show a much more rapid rise of the 

skin friction values in the redevelopment region 

compared to the experimental data. This is due to 

a significantly larger eddy viscosity, as indicated 

by Sahu et a1.(1986) and Yoon et a1.(1994). We 

notice, however, the AN model, which uses y* 

instead of y+, produced agreeable skin friction 

values after the shock-wave. 

Reynolds shear stress distributions are com- 

pared with the measurement data (Muck et al., 
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1983 ; Smits et al., 1987) in Fig. 13. Ahead of the 

shock-wave, the peak value of the shear stress was 

close to the wall. The oblique shock-wave had a 

very strong influence on the shear stress which 

became more distorted and had much bigger val- 

ue of the peak in the profile, and its peak moved 

away from the wall. None of the two-equation 

models could successfully predict the sudden 

changes in the turbulence structure through the 

shock-wave which penetrated the boundary layer. 

The results from the AN model were qualitatively 

similar to those of the WC model. 

Comparisons of the velocity profiles at several 

locations along the surface are shown in Fig. 14. 

Upstream of the shock-wave, all computed results 

were found to be similar to those which were 

obtained experimentally. Nevertheless, the BL 

model predicted the broad flow reversal and the 

excessive shear stresses downstream of the shock 

wave, velocity profiles from the BL model showed 

the good agreement with the experimental data. 

However, the two-equation models predicted the 

narrow reversed flow region and yielded that the 

redevelopment of the boundary layer was some- 

what slow downstream of the reattachment por- 

tion. The AN model which produced the smallest 

peak of the shear stress in redeveloped regions 

revealed the large deviation of the velocity prof- 

iles from the experimental data. 

6. Conclusions 

In this paper a compressible upwind flux dif- 

ference splitting Navier-Stokes code using four 

turbulence models was developed. Each model's 

performance in predicting the turbulent tran- 

sonic/supersonic flow was evaluated. The k - e  

model of Abe et al. of the two-equation models 

performed well in predicting the wall pressure 

distribution and the velocity profiles in the re- 
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verse flow zone over the axisymmetric bump, even 

though there were some discrepancies with the 

experimental data in the shear-stress distribu- 

tions. This model predicted excellent skin friction 

coefficient as Wilcox's model did in supersonic 

compression ramp flow. Though Wilcox's model 

showed the sensitivity of the solution to the 

freestream value of  the specific dissipation rate, 

this model was superior to other models with 

regard to numerical stability. The two-equation 

models revealed that the redevelopment of  the 

boundary layer was somewhat slow downstream 

of  the reattachment portion. 
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